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Abstract


  This summer I worked in building 23 here at Goddard Space Flight Center.  I was involved in the development of Wearable Voice Activated Computers (WEVAC).  My mentors were Barbara Pfarr and John Donohue, both of whom work in code 584, the real time Software Engineering branch.

Recently, there has been a convergence of the personal computer and smaller computing technologies such as the palm pilot.  Personal computers have become invaluable tools in the home, office, and school environments, while the palm has proven to be useful for limited data storage and even some internet applications.  In the future, the ideal computing unit would be one that allowed the user to have the power and capabilities of the personal computer with the size and convenience of the palm pilot.  This would provide the ability to actually wear their computer.  Many applications can be found within NASA that would benefit from the development of smaller, faster computers, capable of being worn by the user.     This kind of computing would be vital in an environment like a clean room.  A technician could work on his task at hand while his superior or coworker supervised via camera, giving instructions and guidance where needed.  Also, a worker’s task could be broadcasted to remote sights, allowing coworkers the world over to see the work being done.  The applications for this kind of technology are virtually endless.

With these applications in mind, the WEVAC project was started last summer.  It was then that the first WEVAC unit was researched, prototyped and assembled.  Hardware, collaborative software, and voice-recognition software was procured, tested, and evaluated.  This resulted in the formation of a wearable unit that was wearable, wireless, collaborative, and capable of some voice recognition.  This unit, although a bit cumbersome due to the amount of cords and power supply components, was a good prototype unit to show what is possible in the field of wearable computing.  One goal for this summer was to attempt to improve on our prototype unit by researching new technologies and software, specifically voice recognition software.   Another goal was to seek opportunities to use the wearable computer in some applications here at Goddard in order to show how it could be used in a real-life, on the job experience.  

My involvement this summer involved the researching of new voice recognition technologies which would allow the user to operate the wearable computer via their voice.  This involved the researching of several software development kits (SDKs) and some embedded software packages.  I also maintained the WEVAC web page (www.wff.nasa.gov\~WEVAC), which can be used by anyone to track the progress of the WEVAC project.  Finally, I looked for opportunities to use the wearable computer in a work environment here at Goddard.

OVERVIEW

The focus of this project is to improve on the advances made in wearable computers.  At Goddard Space Flight Center, among other places obviously, there are several environments where a hands-free, wearable, wireless, and voice-activated personal computer would be a desirable device to have.  However, while there has been some progress and growth in this area, much is left to be desired with the devices that are currently available.  Thus the WEVAC project was initiated to improve on the advancements that have already been made.  By working with engineers here at Goddard and also the Kennedy and Johnson sites of NASA, the goal is to implement a WEVAC into some of the work that goes on at Goddard and NASA as a whole.  The hopes for the future are to use NASA applications on a WEVAC and test how a prototypical WEVAC would perform in a clean room or lab environment.  A large part of this project would include studying the human interface factors that accompany this collaboration of man and machine.  Another hurdle to be tackled is the speech recognition technology that is required in order to achieve a truly hands-free work environment.

MY INVOVLVEMENT


The nature of this project is such that it not possible to work on every aspect of the project at once.  Each area of development separately could take a sizable amount of time to thoroughly research and develop.  Another issue is that much of the technology needed to construct a unit that would be lightweight and compliant with our specifications simply is not available as of yet.  Therefore my involvement in the WEVAC project was centered on some specific areas.  My goals for the summer were:

1) further develop the voice recognition capabilities of the wearable computer.

2) maintain the WEVAC website

3) demonstrate the operability of the WEVAC in a real workplace environment.

To realize the goals, I had to perform the following tasks:

1) Research, procure and test new speech technologies.

2) look for places at Goddard to demonstrate the capabilities of the wearable computer.

3) Write a first draft to a proposal to procure more funding for the WEVAC project.

4) document the progress of the project on the website.

By performing these tasks, I was able to accomplish the goals that were set for this summer.

Voice Recognition Software


One of the fundamental elements in a wearable computer is the ability to control the computer without inconveniencing the user.  Thus, having a keyboard or other cumbersome in conjunction with the computer would not be favorable for this project.  The easiest way to interact with the computer would be through speech.  Thus, a major focus of last summer's work was researching available voice recognition software.  This research led to one choice in software:  L&H VoiceXpress (shown in picture).  
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This was the most impressive of the software tested, and was used in conjunction with the first WEVAC.  However, L&H has since fallen onto hard times financially, so we had to choose another sofrtware package.  We settled on the second choice product from last summer, IBM ViaVoice.  This product performed nearly as good as VoiceXpress in testing, so we chose it as the replacement.  However, there were still some issues to be resolved.  Mainly, most of these recognition have trouble in differentiating between certain words.  This is a result of the large vocabularies that are installed into the voice engines of the software.  This results in the computer confusing words that are similar in the way that they sound.  Also, many of these packages have trouble accepting wide ranges of voice types.  In particular, women and people with accents have trouble using these packages due to the variance in their voices in comparison to a "normal" voice.  For these reasons, the software development kit (sdk) for ViaVoice was researched.  This particular software package (ViaVoice) has several different interfaces for software development.  The Java interface was chosen because JAVA is common language and is known by many engineers. Thus, any work done in JAVA could be build upon in the future without much difficulty.  This SDK was downloaded and testing began.  However, there are many barriers to be broken with this kit.  First of all, there were many problems with compatibility.  The speech API developed is only compatible with JAVA 1.1.6, which is hard to find on the market.  Also, there are compatibility problems with operating systems.  Not only does the user have to use a Windows machine, the version has to be Windows 98, and only this version works.  All subsequent versions of Windows are not compatible.  If the correct versions of JAVA or Windows are not used in conjunction with the SDK, any coding done by the programmer will not compile.  Obviously, this proved to be an arduous and painstaking task.  Therefore, other options were explored.  Contact was made with Philips, a company that has done much research into the arena of voice recognition.  We researched two of their products: the Philips [image: image4.png]VoCon



SDK 2.0 and the Philips VOCON.  The VoCon software is embedded software, meaning that the vocabulary set that it uses is static and cannot be manipulated in any way by the user.  This is in conflict with the needs of the project, so the package was not considered.  The SDK however, showed some promise as far as allowing the user to manipulate the vocabulary set recognized by the software, which is [image: image5.png]*
wizzard



in line with the goals of the project.  Due to lack of time, this technology could not be explored fully, but it promises to be another option to IBM's SDK for ViaVoice.  One final option for speech development that was researched was the software from Wizard , a company which provides customized speech recognition packages for users.  This package, (Wizzard IVA 3.0), proved to recognize voices at least as good as other packages which were tested previously.  However, the downfall is that one cannot change the vocabulary set the software uses to process speech.  With these options, no clear solution was discovered for controlling the wearable computer via speech.  However, from the research and preliminary testing of these products, there are several good options to choose from for future endeavors on the WEVAC project.

WEBSITE

One aspect of many technical projects that is often overlooked or seen as trivial is the creation and maintenance of a website to keep track of the progress on a given project.  The WEVAC website was started last summer in code 584.  I assumed responsibility of this site this summer and with that responsibility came the task of keeping track of all that occurred this summer while working on this project.  This site, www.wff.nasa.gov\~WEVAC, is maintained in Dreamweaver and has several branches within itself that deal with every aspect of the WEVAC project.  There is a "what's new" section that details the most recent developments with the project.  Next there is a "WEVAC Details" section that outlines the goals and objectives for the project.  There is also a "current activities" page dealing with the actions currently being taken in conjunction with the project.  Next, there is a "Documents" page that contains justifications for choices in software and hardware.  Also this page contains proposal efforts that have been made by code 584 to gain funding form the government.  There is a "meetings" page that contains the minutes from each WEVAC meeting, as well as agendas where applicable.  Also, there is a "links" page for all of the products that have been researched and/or procured.  Finally, there is a "miscellaneous" page containing pictures of events that have occurred during the project's duration.

APPLICATIONS 

One of the final large tasks that had to be dealt with this summer was finding an environment in which the wearable could be used in a work-like setting.  This was a major struggle because most people are not willing to bring a prototype unit into a test area or clean room, especially when the prototype is not the center of their respective research.  However, to show the operability of the WEVAC, we needed such an environment.  Luckily, the engineers in the clean room here at Goddard (building 29) allowed the wearable computer into the clean room to take some still shots of the equipment inside.  Even though no collaborative or voice software was used, this opportunity will provide the cornerstone for future tests and observations to be made.

Group Work


I had the unique opportunity to work with two other interns this summer in the branch, Myles Harris (Morehouse College) and Tesa Wheatley (Spelman College).  As a group, we were able to improve the model of the wearable computer immensely.  New cameras, carryings cases, fire wire peripherals, and other technologies were implemented with the wearable computer, thanks to Tesa and Myles.  We also did several demonstrations with the wearable computer as a group.  The first of these demonstrations was at the Technology showcase here at Goddard, which is held annually.  This exposure to the public gave us many connections to companies and professionals who were working in similar fields.  Also, a new avenue of study was also introduced.  Children seemed to be completely captivated by the wearable computer.  This could prove to be a new way of learning in schools for the future.  The second demonstration was given at the Wallops Flight Facility.  This presentation was given to the remote member of code 584.  This demonstration, although a warm-up for our formal presentation, spawned a great deal of curiosity and questions form our audience.  The final demonstration was given here at Goddard, and received the same response.  

SUMMARY/FUTURE ENDEAVORS

This project has grown a great deal since last summer.  The language capabilities now available on our wearable computer are much more extensive than they were last summer.  Also, we have many new, smaller, faster peripheral accessories to accompany the wearable computer.  Finally, the wearable computer has gotten exposure in a real high-tech, work environment.  However, there is much to be done on this project.  The voice recognition is a problem which continues to hamper the project in that it is very hard to manipulate the language set of voice software to make a vocabulary set that fits the needs of an engineer doing a specific task.  Also, the battery life of the wearable computer and its accessories will have to be improved if it is to be used on long-term assignments.  Finally, more funding will be needed if this project is to continue.
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